MUSCLE FP6-507752


[image: image10.jpg]AN Ne o,



[image: image11.emf]                                                                       


       
MUSCLE

Network of Excellence

Multimedia Understanding through Semantics, Computation and Learning

Project no. FP6-507752

Deliverable DN7.1: Creation and maintenance of WP webpage detailing potential showcase projects
Due date of deliverable: 31.11.2006
Actual submission date: 17.04.2007
Start date of project: 1 March 2004




Duration: 48 months
Name of responsible editor(s): Enis Cetin, Bilkent
Revision 1.0
	Project co-funded by the European Commission within the Sixth Framework Programme 

(2002-2006)

	Dissemination Level 

	PU
	Public
	(

	PP
	Restricted to other programme participants (including the Commission Services)
	

	RE
	Restricted to a group specified by the consortium (including the Commission Services)
	

	CO
	Confidential, only for members of the consortium (including the Commission Services) 
	


INDEX

1- Updates on the web-page about showcases and meetings : ---------------3

1-Updates on Web-Page about Showcases and Meetings

Several showcases are proposed sinci the beginning of NoE. All the showcase proposals, including both the accepted and not accepted ones are put on the web site. Accepted showcases can be accessed through ; 

http://www.muscle-noe.org/content/blogcategory/81/124/
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Conpiston Objoctive of the showcase projoct: The objctive of the showcase is 1o recroate i reakime the artcultory movements of a speaker
Research with an artulatory taking head, using the spoech signal only. This artculatory talking head aims at giing a realistc isplay of the
—_— movements of speoch articulators thatare normaly hidden, such as the tongu.
L Two important applcations are targeted:

+ Computer-assisted second language learning, and
+ pronunciation training for hearing-impaied chidren.

Two engineers were hired, ono at INRIA, one at KTH, full o for a five months period. INRIA and KTH had a two days moeting in
Stockholm at the boginning of February for dofinion of the communication protocol between INRIA speech recogniton and KTH taking
head. Conference calis are held weskly or bi-monthly depending on need.

A version of the communication protocol has boen implemented and tosted. It is TCP-IP based and guaranties synchronizaton botweon
the two proesses.

INRIA has integrated Gaussian Mixture Models (GMM) into s Voice Actvation Detocton (VAD). Qualty of speech, non-speech has been
improved but stll noeds to be improve. New measuremons wil be inroduced such as autocorrelation and Zero-Crossing rato.

KTH has integrated some artcultors to s talking head such as the tongue. Diferent isplay schomes are being tested. The graphic user
interface st has to be develope.

Afirst version of the articulatory taking head driven by specch recogriton i planned to be shown in Budapest on Apr 23 It wil have no
GUI, VAD willbo insuficient, atiulators wil not be aldisplayed and visualzation wil require improvemens. AlSo, both speech recogriton
‘and articulation wil not be adapted to English yet. However, we hope that t wil be enough to show the concept and demonstrated that our
toam wil delver on time and speciications

Loador: Alexanderos Potamiancs, TSI-TUC

Tnformatin Socicty

Partners:
- TSI-TUC (Alexandros Potamianos, Manols Perakakis, Eduardo Sanchez-Soto, Fanis Kanetis)

- ICCS-NTUA (Petros Maragos, George Papandreou, Nassos Katsamanis )
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Dynamic Texture Detectioniil

Loadors: Enis Ceti, Bikent University and Dimiry Chetverikov, MTA SZTAKI

Partnors:
~Bikent University (8. Ugur Toreyin, Y. Dedeogl, AEris Cotin (projoct leader))
~SZTAKI (s, Fazekas, D. Chetverkov)

“Tel Aviv University (T. Amiaz, N. Kyriat)

COMPUTER VISION BASED FIRE DETECTION SOFTWARE

‘Summary: Dynamic textures are common in natural scenes. Examples of dynamic textures i video nclude fr,smoke,clouds,troes i the
wind, sky, sea and ocean waves etc. In this showcase, () we develop reaktime dynamic textures detection methids i video and (1)
present solutions 1o video object classifcation based on moton information

Objoctive of the Showcase Projoct: Rescarchers extensively studed 2D textures and related problems in the fild of image.
processing. On the other hand, there is very it rescarch on dynamic texture detecton in video. It s well Known that reo leaves i the
wind, moving clouds etc. cause major problems i outdoor video moton detection systems. If one can intialy dentfy bushes, troes, and
clouds in a video, then such regions can be excluded from the search space or proper care can be taken in such regions, and ths leads,
o robust moving object detection and identifcation systems in outdoor video. One can take advantage of the research n 2:D textures to
model the spatil behaviour of a given dynami texture. To be able to detect and segment dynamic textures in challnging realworkd
‘appications, diferences in dynamics must bo also analyzed. Two diferent approaches wil be studied in this showcase. I the first
‘approach, dynamic textures aro classiied as weak dynami textures wil be analysed with standard optical low aigorihms relying on the
brightness constancy assumpton. However, seff-occlusion, material dfision, and other physical processes not obeying the brighinass.
constancy assumpton make such algorihms inappropriate for sirong dynamic toxiures. An aternative 1o the brighiness constancy
‘assumption, the brightnass conservation assumption enables the brightness of a image paint to propagate to s neighborhood and thus to
model complex brightness changos. A non-regular opical flow calculation based on the brightness conservation assumption provides a
beter model fo strong dynamic textures.

In the second approach, prir information about dynamic textures i used for dotocting smoke and flames in video. I i experimentall
observed that flame ficker process is nota narrow-band activity but it s wide-band activiy covering 2 to 15 Hz. Zero-crossings of wavelet
coeffcients covering the band of 2 to 15 Hz is an offective feature and Hidden Markov Models (HMM) can be rained to detect temporal
characteristis of fre using the wavelet domain data. Simiarly, temporal behaviour of tree leaves in the wind or cloud motions willbe
investigated to achieve robust video understanding systems including content based video retrieval systems.

Demo and Web Sites:
‘Sample i and smoke detection videos and the Software can be downloaded from URL:

http:sianal.ee bilkent.edu trVisiFirelindex htm

"Dynamic texture segmentaton resus:

http:vision.sztak hul~fazokssidtseqm/CIVROTI
'DynTex video database: www.cwi.nl/projects/dyntex/

Proposed fire and smoke detocton method is also explained at CVonine, Compendium of Computor Vision web-page by Prof. R. B. Fisher,
Universty of Edinburgh:

http://homepages.inf. ukirbf/CVonline/LOCAL COPIES/TOREYIN: tmi
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The previous showcases (propsed but not accepted ones) can also be reach through the website from the URL ;

http://www.muscle-noe.org/content/blogcategory/19/64/
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“The follwing examples are flstrative and meant 1o giv a flavour of the research that s being conducted within the Network.

@ Visual Tags

for Moblle Services

() Rememberme  ((Login )

Lost Password?

Home AVIDEO CLIP domonsirates the use of 2D bar codes for physical browsing. The mobie phone automaticaly detects the code, reads the

Coordination information, and acis according to .

Research

Dissemination > Read moro.

Community
- @ Visual Active Memory Ap

Events Understanding and Annotating Tennis

=D The research sets out o xplore how an active memory system, operating at soveral dfferent semantic levels, might lead to a dogroe of

[— machine understanding when appled to specfic scenarios. At present the system (see below) wil automaticaly analyse a tennis video to
the extontthat it can Kentiy the outcome of each tennis serve and poit played, with reasonable accuracy (84% at 22/712005).

> Road more.

@ Automatic classHfication®

Rescarchers at Sebersdorf Research developed a visual nspection system that is capable of automaticall recognizing and sorting vast
‘quaniiies of coins.

© Contact: Michael Nosle (Sobersdorf Research)

> Road more.

@ Accurate delineation
EE tpsoissmasnttton

Tnformation Socicty Researchers at Tel Aviv Uniersiy developed a new algoifm to accurate etractplecawise smooth optical flow-filds by minimizing
g an appropriae cost functona. Since discontiutios in the vecor fiod aro oxplcty modeled n the costfunctora,th resuling fow (rght
image) achieves superior accuracy compared to standard approaches (left image).

> Road more.
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Human Detection

in Difficult Scenarios by Combining Motion and Appearance.

Relable human dotocton s a key issue in automated visual surveilance systems. Moton detecton provides a sirong cue lowards
‘accomplshing this task. However, typical scenaris usualy contain moton cluttr leading to false alarms. MUSCLE researchers at ACV
developed a roaltime framework which combins a modekbased human detection approach ralying on moton detection and statistcal
learning in order o vadate dotocted objects and remove spurious observatons. The combined doloction schemo shows. video

improvements in terms of lower faise alarm rates and improved tracking performance for dffcut scenarios containing moving shadows.
and veicks.

> Road moro..

RETIN

Aninteractive Content-Based Image Retrieval System
Content Based Image Retrieval (CBIR) systems have atracted large amounts of research atienton sinco 1990'. Contrary to the early
systems, focused on ful-automatic srategies, recent approaches introduce human-computer interacton info CBIR. RETIN i the on-Ine
image search system developed i the ETIS lab (ENSEA, France). A web version of the software i avalabe (beta version)!

> Road more.

Map of Mozart

Mozart's complete works analyzed

Andi Rauber's toam focuses on research for Music Information Retrieval and thus on mathods which enable automati recogniion of style,
genre or artistof a piece of music o retrievalof imir music. Moreover, he informaton extracted by these methods bulds the basis for @
novelway of accoss o music archives.

> Road moro..

PlaySOM

Innovative Interfaces for music categorization and access

By applying SOM neural nets to automaticaly analyzed audio contont (frequency spocta), researchers at TUWn-IFS have created a
very innovative way to organize music by sound simiarty. Afier categorizatin, the content of an audio collectons is graphicaly displayed
{on the screen of a laptop or mobik device) as a topographic map where colour represents the density of a partiular genre in the
colction. The user can then select a playlist rflecting his or her mood by drawing a path through this audio landscape.

> Road moro..

©2007 Muscle: Mutimedia Undorstanding through Semantics, Computation and Learning
Is Supported by the Europoan Commission under FPS
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Objectives section of the WP7 web-page is updated. The principles and the objectives of the workpackage are explained in this section. 

[image: image5.png]Muscle - Objectives

eBay

Yahoo! _News (456) v

Lo e
ajw

Username
Password

() Rememberme  ((Login )

Lost Password?

Home
Goordination
Research
Dissemination

Community

Tnformation Socicty
oty

Multimedia Understanding
through
Semantics, Computation and Learning

“The principal objective of this workpackage s reflocted i s subite “Bringing the Grand Challenges 1o the End Users”: Le. developing
targeted rescarch projocts designed to delver highly demonstrable resuls for showcasing, while faciltating the creation of mult-toam
‘showcases which show proof-of-concept wih regard to major challenges in content indexation and audi-visualsearch. WP7 wil be therefore.
relying on clear research activites that wil generate resuls and demonstrations to fuel the dissemination and showcasing activiies. As such the
principal objective of WPT is twofoks:

Roscarch Intogration: by actively pooling software resources and by integrating research resuls, WP7 wil establsh (or reinforce)
durable integration betwoen diferent groups and rosearch communiies within the consortum, thus ensuring continuation of the collaboraton
boyond the Network's Ifetime. T this end WP wil provide a framework for the dovelopment of small internal reseach projects, the results of
which wil be destined essentall to showcasing activs.

Dissemination: The above-menioned showcases offer opportuniies to intensiy the Network's knowledge transfor and forge now
research partnerships in proparation of the upcoming 7th Framework which need fo be pursued. In partioulr, the showcases should be used to
attract more substantal involvement from commercial and indusirial partners:

To avoid misundorstanding, i should be siressed that actualintegration mainl wil be done by the research teams themselves. Ye, wilin ths
WP, task 1 s dedicated to the implementation of showcasing project invoving substantal rescarch effot. Atogether, this WP wil dentfy.
‘opportuniies, launch showcasing research actvites, and faciltte thei integration and disseminaton. Clearly, there wil bo cose collaboraton
with the coordinator, the WP-eaders and the Steering Commie.

Objectives
Documents & Dellverables.
Demos & Resources
Mestings.

Etoams
Members

©2007 Muscle: Mutimedia Undorstanding through Semantics, Computation and Learning
Is Supported by the European Commission under FP6.
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The deliverables of WP7 are uploaded to the server and link to those documents are put under the deliverables section of WP7 web site. 
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Link to the software resources section is given under the demos and resources section of WP7 web-page.
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© Ploase visit “Software Resources * nk under "Rescarch" nk about the software and demos doveloped by various partnors.

3 Rememberme  (Login) ©  We are organizing a special issue on "Human activity analysis in mutimedia data” in EURASIP Journal on Advances in Signal
Processing (JASP). Al he accopiod papers il b avaiable on-Ino beforo tho end of 2007

Lost Password?
© Papors submited to ACM CIVR by Shawoase Project Group

~ACADI: Automatic Charactor (in Auciovisual Documne) Indoxing

~Shaping 3D Mutimedia Environmenis: The MedaSauare
[— “Dual Stochastc and Sibouoto-Based 2D-30 Moton Capture for Real time Appicatons

Research ~Dynamic Texture Detoction, Segmontaton and Analysis
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The section of showcases is updated. The old page only had the names of the showcases and the responsible institutes. Names of the accompanying partners are added to each of he showcase projects. A brief description for each showcase is also added to the web site.
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Latest showcases

Articulatory talking ek

Loador: Jacques Feldmar, INRIA PAROLE
Partners:
KTH

AINRIA.

Objoctive of the showcase projoct: The objctive of the showcase is 1o recroate i reakime the artcultory movements of a speaker
with an artulatory taking head, using the spoech signal only. This artculatory talking head aims at giing a realistc isplay of the
movements of speoch articulators thatare normaly hidden, such as the tongu.

“Two important applications are targeted:
+ Computer-assisted second language learning, and
+ pronunciation training for hearing-impaied chidren.

Two engineers were hired, ono at INRIA, one at KTH, full o for a five months period. INRIA and KTH had a two days moeting in
Stockholm at the boginning of February for dofinion of the communication protocol between INRIA speech recogniton and KTH taking
head. Conference calis are held weskly or bi-monthly depending on need.

A version of the communication protocol has boen implemented and tosted. It is TCP-IP based and guaranties synchronizaton botweon
the two proesses.

INRIA has integrated Gaussian Mixture Models (GMM) into s Voice Actvation Detocton (VAD). Qualty of speech, non-speech has been
improved but stll noeds to be improve. New measuremons wil be inroduced such as autocorrelation and Zero-Crossing rato.

KTH has integrated some artcultors to s talking head such as the tongue. Diferent isplay schomes are being tested. The graphic user
interface st has to be develope.

Afirst version of the articulatory taking head driven by specch recogriton i planned to be shown in Budapest on Apr 23 It wil have no
GUI, VAD willbo insuficient, atiulators wil not be aldisplayed and visualzation wil require improvemens. AlSo, both speech recogriton
‘and articulation wil not be adapted to English yet. However, we hope that t wil be enough to show the concept and demonstrated that our
toam wil delver on time and speciications

@ Reak-Time Audio-Visual;

Loador: Alexanderos Potamiancs, TSI-TUC
Partners:
- TSI-TUC (Alexandros Potamianos, Manols Perakakis, Eduardo Sanchez-Soto, Fanis Kanetis)

- ICCS-NTUA (Petros Maragos, George Papandreou, Nassos Katsamanis )

N




The meeting section under WP7 is updated. Meetings and showcases organized by the MUSCLE showcase group is published under the meetings section of WP7. The slides of some of the presentations are put on the server and links to the appropriate slides are given in the meetings section. The slides of all the presentations are planned to be put on the web site. 
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‘Barcelona, 22-23 January, 2007
Lost Password? UPG, Gampus Nord, Buiting D4-Sala de Juntes.

WP7 o Meatings
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Meoting Program:

Home 220 January

oy 10:00 ACV-Csaba Beleznai: Mutiple Object Tracking Using Local PCA”

Research 10:30 UVA-vo Everts: “Cooperative Object Tracking wih Mulipke PTZ Cameras™

Dissemination 11100 Goffos break.
Community

41:30 TECHNION-Leonid Raskin: “3D Human Tracking with Gaussian Process Anncaled Partile Fitor™
12:00 UPC-Forran Marques: “Sihouetie-based Posture estimaton using geodesic distance maps ™
12:30 SZTAK. Havasi Laszlo: Framework for geomerical scene analysis™

13:00 LUNCH

14:30 UPC-Critian Canton: "Human body model tracking n @ mulicamera setup wih partice fiterng stratogis™
15:00 BILKENT-Yigihan Dedeogl: “Detecton of fighting people using both audio and video™

15:30 SZTAKLIstvan Petrés: “Showcase doscription and discussion”

16:00 Smart room visit

16:30 E-toam discussion: BODY ANALYSIS

23rd January

9,00 VTT-Sanni Siaten: *4D-Live project presentation *
:30 INRIA-Emio Dexier: INRIA-VISTA activts in human analysis™
10:00 BILKENT-lbrahim Onaran: “Feature vectors for acoustic signal processing”

10:30 Goffoe broak.

10:50 UPC-Montse Pardas: “Foreground detection and tracking in 2D/3D. Facil expression analysis™
11:20 UPC-Veronica Viaplana “Region based face detection”
11:40 GRAZ-Peter Roth: “Autonomous Learning a Person Model with Minimal Labeiing Effort
Tnformation Socicty 12:10 UVA-Roberto Valenti “Facial Expressions Recogriton - A step by stop wakihrough”

fioi 12:40 BILKENT-Ugur Gudukbay: “Data modeling for visual surveilance”

13:00 LUNCH

14:30 SURREY-Bud Goswam “Statistical Estimators for Use in Automatic Lp Segmentaton”
15:00 BILKENT-Mehmet Turkan: "Human eye localization using edge projections

Y
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