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Abstract 

We describe building a large-scale image ontology using the WordNet lexical resources. 

This ontology is based on English words identifying portrayable objects. We reviewed the 

upper structure and interconnections of WordNet and selected only the branches leading 

to portrayable objects. This article explains our pruning approach to WordNet. The 

words, which represent portrayable objects, are then used as queries in our VIKA (VIsual 

KAtaloguer) system which acquires images through a web image search engine, performs 

content-based image indexing and clustering. Coherent images form clusters and others 

are rejected. So images inside clusters mostly represent the object determined by the 

query, and in this way image collections representing objects are created. An ontology of 

portrayable objects with representative images in its nodes will be a useful tool for 

solving the object recognition task.  

1 Introduction 

The constantly increasing amount of digital information requires development of more 

effective image retrieval strategies. While text processing methods have been successfully 

applied in information search engines,  much work  remains to be done in the area of web 

image retrieval [2]. We can state the goal of this work as finding the most relevant images that 

correspond to a search engine query.  

Currently, search engines approach the problem of image retrieval by considering the text 

surrounding images, or pointing to images, that can be found on web-pages. Both textual and 

link information is used in this framework. There have been many propositions for improving 

the analysis of text found connected to images, for example, segmenting web-pages into 

blocks in order to better localize the information [1]. One can readily understand that object 

recognition would also be a good strategy for improving content-based image retrieval 
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performance. Current research in object recognition consists of assigning sets of words to 

image regions using labeled training data. In this approach, image annotation is considered as 

a translation from a visual feature language to a subset of natural language [3]. Another 

research approach to object recognition is based on a constructing a specific domain ontology 

and then aligning points in this ontology with several classes of visual concepts, such as 

object’s shape, scene type, texture type and color, using statistical learning methods [7]. In 

order to improve both of these methods, we have set ourselves the goal of building a large-

scale, general image ontology, whose nodes contain not only words, but also sets of images 

representing the objects which correspond to these words.  

In the following sections we will explain our approach to construction of large-scale image 

ontology, based on a subset of  WordNet [8], and how this ontology is populated with images 

drawn from the web.   

    

2 Image ontology construction 

Since our purpose is to create a large ontology of portrayable objects, and WordNet covers 

both the abstract and concrete vocabulary of English, we must prune WordNet, extracting 

only those branches containing these objects. In the next subsection, we give several examples 

of how this was done and explain our choices. In the second subsection we present the VIKA 

system developed in the LIC2M laboratory for creating sets of images, representing objects, 

using web-based image search. 

2.1 Pruning approach to WordNet 

To create an ontology of portrayable objects, we started by examining the top level of the 

WordNet 2.0 ontology. We chose a large class entity at this top level. WordNet defines an 

entity as having “a distinct separate existence (living or nonliving)”. There are a number of 

subclasses within the entity class: location, substance, object, causal agent. Among these 

subsets, we chose the class object, which is defined in WordNet as “physical object (a 

tangible and visible entity)”. This definition seemed to be suitable for our purposes because 

portrayable objects are supposed to be visible. We initially expected that most of the 

portrayable objects would appear within the class “object”. But not all the nodes found under 

this node were necessarily useful. We first removed adjectives from these branches, and we 

simplified the connections between nodes, in order to produce a tree rather than a lattice. 

Some classes in WordNet 2.0 are assigned several times to different nodes, sometimes, on 

different levels of the same branch. In such a case, we left only one connection, that seemed 

the most logical in our opinion. We found some cases in which we deleted branches of the 

remaining tree because the node did not seem to correspond to a portrayable object in the 

applications we are considering. For example, WordNet contains a class tree, and inside this 

class, types of trees. One of the subclasses of tree is tree of knowledge which does not 

correspond to the type of portrayable object that we have in mind for object recognition in 

images. Other examples of nodes that we pruned are wildlife, found in the branch object - 

living thing - life”, and classic from the branch object - artifact - creation. In general, we 



retained the branches of WordNet which lead to nodes representing physical objects that have 

either similar shapes or colors or texture. Some WordNet classes which define collections of 

objects, such as the class “facility, installation”, were not included in our ontology.  

 

After pruning, the resulting upper level ontology of portrayable objects contained 102 nodes, 

some of which are shown in Figure 1. The lowest nodes below this subset of nodes contain 

the list of words (more than 24,000 terms) corresponding to objects, which we can use as 

queries to a web-image search engine to obtain representative images. In order to make the 

search query more precise, when the term only contains one word, we combined the query 

term with the words in the node immediately superior to it.  

 
Figure 1. An extraction from the WordNet-based top level ontology of portrayable objects 

 

For example, the queries for the types of trees are composed with the word tree from the 

immediately superior node:  

• kino tree 

• red sandalwood tree  

• carib wood tree 

• Japanese pagoda tree 

• palm tree 

• ... 

The query “Japanese pagoda tree” will lead to pictures of trees, while “Japanese pagoda” will 

lead to images of buildings. 



 

2.2 VIKA system 

The approach described above provides us with query terms for web-based image mining for 

representative images of objects. In this section, we describe the system VIKA developed in 

our laboratory for creating such sets of images. With this interface, the user can type a query 

and specify how many images to find (Figure 2). 

 

 
 

Figure 2. VIKA (VIsual KAtaloguer) system for gathering and clustering images 

 

 

VIKA contacts the Alltheweb image search engine to acquire images. Retrieved images are 

then indexed using our in-house image indexing platform PIRIA (Program for the Indexing 

and Research of Images by Affinity) [6]. Many algorithms are available in PIRIA for 

extracting image signatures in order to index images. The algorithm that we found most 

successful for indexing objects, especially man-made objects, is based on border/interior pixel 

classification [9]. This method builds two histograms for each image. One histogram takes 

into account only border pixels, the other considers only pixel within this border. Thus, the 

first step of the algorithm is classifying pixels as being interior or border pixels. This 

algorithm is fast, simple and provides information not only on colors of an image but also on 

the sizes of constant color areas within an image. Although this border/interior algorithm 

gives intuitively pleasing results, we have yet to determine which PIRIA’s indexing scheme 



gives globally optimal results, or to develop a method for choosing the best scheme for a 

given class of objects. 

 

The next step is to cluster retrieved images in order to find prototype images to illustrate the 

query words. To perform this task, we used a k-SNN clustering algorithm (Shared Nearest 

Neighbor), based on ideas from [5] that are developed in [4]. 

For each image, the algorithm considers only the k most similar neighbor images. The more 

common neighbors that two images have, the more similar they are. Images that are most 

similar to their neighbors are considered as topic images. Topic images are used to create 

clusters, and images that are strongly linked to topic images are aggregated into clusters. 

Other images remain unclustered. The quantity of unclustered images depends on parameters 

set previously. 

In our application, the initial image collection retrieved from the Internet is often noisy. We 

hope that the clustering algorithm will ignore off-topic images, supposedly isolated, and can 

extract some highly coherent clusters that will include prototype images for query words. For 

this approach, the SNN clustering algorithm has two main advantages. First, it does not 

predefine the number of clusters. Second, it does not force images to belong to a cluster. A 

screen-shot of VIKA after clustering for the query “chair” is in Figure 3. 

 

 
 

Figure 3. The clustered results of web image search for the query “chair”: images of chairs 

form clusters, representative for the object “chair”.  

 

 



Figure 4 shows the present web image search results currently available in their original 

retrieval order on the left, and on the right the reordered images found by taking the best 

clusters produced by VIKA. This example anecdotally illustrates the results we wish to obtain 

for all objects, though we are still developing techniques for eliminating clusters built form 

irrelevant images. One observation we can make is that there are many photographs of people 

on the web and therefore detecting faces will be a good semantic filter for getting cleaner sets 

of images of objects. 

 

  

 

Figure 4. Left image - web image search results currently available, right image – desirable 

results (clusters from VIKA). 

 

3 Conclusions 

 

In this article we describe our initial approach to building a large-scale image ontology of 

objects, pruning  the WordNet lexical resources to obtain the list of portrayable objects. We 

also presented our system VIKA for indexing and clustering web image search results in order 

to obtain sets of relevant images representing these objects.  We hope that the large-scale 

image ontology can serve as a data source for improving object recognition in images. Given 

this resource, and an appropriate image indexing mechanism, new, unlabelled images can be 

indexed and matched against the images attached to each node of the ontology, providing the 

node labels to the new image. Having this ontology should not only allow the identification of 

objects in images, but also give a more general description of an image using the inheritance 

of traits present in the entire ontology. Future work on this ontology involves deriving 

distinctive visual signatures for each node in the ontology, exploiting co-occurrence 

information, and resolving scaling problems.  
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